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LINK PREDICTION

• Numerous applications:
‣ Recommender systems (Facebook, Spotify, Amazon,..)
‣ Dynamic networks
‣ Incomplete datasets
‣ …



HEURISTICS

• Historically, link prediction is done using heuristics

• Example of heuristics:
‣ The more neighbors in common between nodes, the highest chance of having 

an edge (CN)
‣ The highest the degree of nodes, the highest the chance of having an edge (PA)
‣ Many others (including more complex ones)



SUPERVISED LEARNING
• Heuristics give better results when combined using supervised 

learning (classifier)

Edge CN PA AA … Label
(n1,n2) 0.3 0.2 0.34 … Y
(n1,n3) 0.1 0.34 0.88 … N
(n2,n3) 0.88 0.1 0.55 … N

… … … … … ..

Classifier
Edge Prediction

(n1,n2) 0.88
(n1,n3) 0.5
(n2,n3) 0.2

… …



• Heuristics give better results when combined using supervised 
learning (classifier)

T T+0.5 T+1
Training Prediction (testing)

SUPERVISED LEARNING



USING EMBEDDINGS

• Embeddings provide a vector by node

• Generating one vector by edge:
‣ Combine vectors of extremities
‣ No theoretical arguments on how to combine
‣ Best combine function decided empirically (best results)

- Usually: Hadamar product



SUPERVISED LEARNING

Edge D1 D2 D3 … Label
(n1,n2) 0.3 0.2 0.34 … Y
(n1,n3) 0.1 0.34 0.88 … N
(n2,n3) 0.88 0.1 0.55 … N

… … … … … ..

Classifier
Edge Prediction

(n1,n2) 0.88
(n1,n3) 0.5
(n2,n3) 0.2

… …



UNSUPERVISED LEARNING

• Embedding could also be used with unsupervised learning

• Distance between vectors in the embedding is related to 
the probability of having an edge between nodes

• =>The inverse of the distance between nodes in the 
embedding is the prediction



OUR QUESTION

• Previous articles have mostly focused on comparing graph 
embedding techniques between them

• Can we say that graph embeddings are (unambiguously) 
outperforming heuristics ?
‣ If yes, by how much ?
‣ If no, why and how to improve it ?



TESTING SET UP

• Methods (we should add more !)
‣ Node2vec
‣ VERSE
‣ LE
‣ HOPE

• Graphs (we should add more !)
‣ Facebook
‣ AstropPH
‣ VK
‣ CoCit
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LE HOPE node2vec VERSE
Unsupervised Euclidean distance Cosine similarity Cosine similarity Dot product
Supervised Hadamard Normalised Hadamard Normalised Hadamard Hadamard

Table 2: Distance function and operators used for each algorithm.

Name |V| |E| Density
FACEBOOK [12] 4k 88k 0.0055
ASTROPH [11] 18k 198k 0.00061
VK [19] 79k 2.7M 0.00043

Table 3: Datasets used for evaluation. VK is a dynamic graph.

distribution to that of the similarity in the embedded space. In this
article, we use –as in the original paper– the Personalized Page
Rank as a similarity matrix.

3.2 Datasets
In this article, we present results on three graphs previously used
in articles on graph-embedding techniques. We show that despite
using the same graphs as these articles, we reach a di�erent conclu-
sion when comparing with the best heuristic-based techniques and
using appropriate evaluation settings. We selected large graphs,
two of them being static and one dynamic.

Table 3 lists the datasets used for evaluation along with some
properties. FACEBOOK has notably been used for evaluation in
[12], ASTROPH in [11] and VK in [19].

4 RESULTS
Each method has been tested on each graph, using supervised and
unsupervised prediction.

4.1 Comparing supervised and unsupervised
link prediction

We �rst start to compare results obtained for supervised and unsu-
pervised settings. In the literature, for the same algorithms, some
articles use unsupervised embedding-based techniques [9], while
other used supervised ones [10, 19]. Those techniques are com-
pare either to unsupervised [10] or supervised [19] heuristic-based
methods. The goal of this section is to determine the right setting
to obtain the best results for each approach.

Results for the AP metrics are presented in �g. 1 (Same conclu-
sions for ROC metric and HOPE algorithm).

For supervised learning, two variants have been used:
• S1: Without re-learning
• S2: With re-learning

S2 is a variant of supervised link prediction in which the values
associated to each pair of nodes are recomputed after training the
classi�er to take into account the edges used as positive examples
for training it.

Embedding algorithms have some prior notion of distance in
the vector space. Table 2 lists the distance/similarity metric used
for calculating the unsupervised scores and the method used to
combine the vectors of nodes to produce the vector for edges.

For heuristics, the unsupervised score corresponds to the best
single heuristic score and the supervised score corresponds to the
combination of all seven (as described earlier) heuristics. For em-
bedding algorithms, we use the unsupervised scores and supervised
functions as given in Table 2.

From �g. 1, we can make the following observations:

• The best results are obtained using supervised learning (S1
or S2) in most settings

• The e�ect of re-learning is positive for heuristics but negative
for embeddings. We can propose the following hypothesis:
for heuristics, the meaning of each feature does not change,
and what the classi�er has learned is still valid, and the
added information is used to improve the prediction. For
embeddings, on the contrary, the meaning of each feature
change when the embedding is re-learned, and what the
classi�er has learned becomes partially irrelevant.

• When the number of dimensions is low, the unsupervised
approach gives good results for some embeddings (VERSE,
n2V), meaning that the distance between nodes encodes an
information useful for link prediction.

4.2 Comparing heuristics and embeddings
From the previous section, we have learned that link prediction
with heuristics should be done with re-learning for heuristics, and
without re-learning for graph embeddings. In this section, we show
only results for the appropriate variant for each method.

In �g. 3, we present the results for each method on each network,
for both metrics. Due to the high complexity of LE and HOPE, we
could not evaluate them on the VK network.

We can make several observations:

• Among embeddings, VERSE obtains the best results in nearly
all settings, but a very high number of dimensions for HOPE
using the AP score.

• Using the AP score, none of the embeddings is able to reach
the scores obtained by state of the art heuristic-based ap-
proaches

• When using the ROC metric, the VERSE algorithm is able to
outperformheuristic-basedmethods. Other graph-embedding
based methods obtain lower results.

From these observations, the claim that graph-embeddings based
method outperforms unconditionally heuristic-based methods is
not con�rmed. The VERSE algorithm is the only one that obtains
scores comparable or higher than heuristics.

This result seems to contradict previous observations reported in
[9, 10, 19]. The reason is that these previous works compare them-
selves either to suboptimal heuristic-based approach, or use un�t
scores for evaluation. By following guidelineswidely accepted in the
link prediction community [14, 20], we show that graph-embedding
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Heuristics De�nition
Common Neighbors |�(u) \ �(�)|
Adamic Adar

Õ
w 2�(u)\�(�)

1
log |�(w ) |

Preferential attachment |�(u) ⇤ �(�)|
Jaccard Coe�cient |�(u)\�(�) |

|�(u)[�(�) |
Resource allocation index

Õ
w 2�(u)\�(�)

1
|�(w ) |

Table 1: Heuristic scores for Link prediction. u,v represent
the nodes, �(u) represents the set of neighbors of node u.

2.2.2 Area Under Receiver Operating Characteristic curve (ROC).

The Receiver Operating Characteristic (ROC) curve is obtained
by plotting the true positive rate vs. the false positive rate at various
thresholds. The area under this curve gives the AUROC score, often
abbreviated ROC.

An important property of this score is its independence to the
fraction of positive examples in the test set. It has a baseline score
of 0.5.

Some authors argue [7] that despite its dependence on the fraction
of positive samples, the AP score is more useful than the ROC score,
because it gives more weight to the �rst few positive predictions,
and that link prediction is usually focused on positive predictions
rather than negative ones. As a consequence, we used both scores
in our evaluation.

3 EXPERIMENTS
3.1 Methods
We evaluate and compare methods based on heuristics and methods
based on graph embeddings. For both of them, we use supervised
and unsupervised prediction techniques.

3.1.1 Heuristics. The heuristics used in all experiments are Com-
mon Neighbors, Adamic Adar, Preferential attachment, Jaccard
Coe�cient, nodes degree (for both endpoints) and Resource allo-
cation index. Although a few other heuristics have been proposed
in the literature, those ones have the advantage of being scalable
to large graphs, unlike some based on random walks [1]. Table 1
gives a description of these heuristics.

It must be noted that all of them but Preferential Attachment
and degrees can give non-zero scores only for pairs of nodes at
distance 2 in the graph, i.e. that have at least a common neighbor.

Heuristics can be used for unsupervised prediction if a single
of them is used: the score of the heuristic is used directly to rank
pairs of nodes. They can also be used for supervised prediction by
using some or all of them as features, together with a classi�er. In
this article, we use all heuristics together and a logistic classi�er
(implementation of sklearn) for the supervised heuristics setting.

3.1.2 Graph embeddings. Graph embeddings provide a represen-
tation of nodes as vectors. These vectors can be used to compute
scores for possible edges in a supervised way or in an unsupervised
way. For unsupervised prediction, the score is calculated directly

using a distance function speci�c to each method (Euclidean or
cosine). This method has been used, for instance, in [9].

For supervised prediction, the vectors of the two nodes are com-
bined using an appropriate operation (see Table 2) to obtain a vector
characterizing the edge. In the literature, several operations are
tested to combine vectors, and the best one is selected. However,
this approach raises concerns about hyper-parameter over�tting,
and we therefore use only the one that has been observed to pro-
vide the best results for each approach. A classi�er is subsequently
trained on the edge vectors. We use the same implementation of
logistic classi�er than for heuristics.

We chose to consider four graph embedding techniques with
available implementations, that, according to several authors [9, 10,
19], provide state-of-the-art results for link prediction.

Formally, we de�ne a graph embedding as:

De�nition 3.1. Given a graph G (V,E), an embedding algorithm
outputs a function f : v -> x 2 Rd for all v 2 V such that d«|V|.
The function f corresponds to the property being preserved by the
embedding.

Di�erent embedding algorithms preserve di�erent properties
(�rst/second/higher order proximities) and capture di�erent fea-
tures. The four embeddings we focus on are Laplacian Eigenmaps
(LE) [3], High-Order Proximity preserved Embedding (HOPE)[16],
node2vec[10] and Versatile Graph Embeddings from SimilarityMea-
sures (VERSE)[19].

Laplacian Eigenmaps. Laplacian Eigenmaps aims to keep the
distance between two nodes inversely proportional to the weight of
the edge. WheneverWu� is high, it keeps the nodes close, thereby
preserving �rst order proximity. In particular, LE minimizes the
following objective function:

�(Y ) = 1
2
Õ
i, j
(�i � �j )2Wi j = �T L�

where L is the Laplacian of graph G. YT LY is constrained to be
equal to I to prevent arbitrary scaling of embeddings. Solution to
this equation is obtained by using eigenvalue decomposition.

HOPE. HOPE aims to minimize the following objective function:
| |S�UUT | |, where S is the similarity matrix andU is the embedding
matrix. For computing the similarity matrix, di�erent scores such
as Adamic Adar, Katz index etc. can be used.

node2vec. node2vec [10] is an improvement of DeepWalk [17].
Deepwalk uses the same embedding technique as word2vec [15] on
nodes, generating a context through �xed-length random walk on
the network. The main di�erence from DeepWalk is that node2vec
generates biased randomwalks, that can be tuned fromnear breadth-
�rst to near depth-�rst searches in the graph. Choosing the right
balance enables node2vec to preserve community structure as well
as structural equivalence between nodes. In this article, we used
two variants of the parameters proposed by the authors: (p=4,q=0.5)
and (p=0.5, q=4). When a single value is reported, it is the highest
one.

VERSE. VERSE [19] is based on the idea that any similaritymatrix
–and not only the adjacency matrix– could be used as input to the
embedding. It uses Noise Contrastive Estimation (NCE) to minimize
the Kullback-Leibler (KL) divergence from the provided similarity



EVALUATION MEASURES

• Difficult choice. Link prediction has high imbalance 
between classes (density of real graphs is very low)
‣ =>ROC score is independent from class distribution
‣ =>AP is not but some authors prefer it (weights to the first few prediction)
‣ =>Precision@k is not a single score, but easy to interpret. 

• Chosen ones:
‣ Average Precision (AP) (with a realistic unbalance)
‣ ROC
‣ Precision@k



SUPERVISED OR 
UNSUPERVISED ?On the Added Value of Graph Embeddings for Link Prediction Conference’17, July 2017, Washington, DC, USA

(a) FACEBOOK (b) ASTROPH

(c) VK

Figure 1: AP score for di�erent dimensions and networks. We can observe that S1 is the most e�cient method variant for
embeddings in most cases, while S2 is the most e�cient for Heuristics. S1: supervised without relearning, S2: supervised with
relearning, US: unsupervised.

methods alone are not an obvious choice for link prediction in real
-life settings.

However, graph-embedding methods are powerful techniques,
which are not optimized for link prediction. In the following sec-
tions, we will propose an explanation for this apparent weakness
and how to use them to improve link prediction.

4.3 E�ect of graph distance
The most informative heuristics (Common neighbors, Adamic Adar,
etc.) are designed to capture the �rst order proximities. Heuristics
designed for prediction at distance >2, namely Preferential Attach-
ment and node degrees, are not able to capture complex properties
such as role equivalence or structural equivalence, useful to the
link prediction task.

On the other hand, embedding algorithms such as node2vec and
VERSE are designed to preserve higher order proximities. Hence, we

can postulate that embeddings could perform better than heuristics
for pairs of nodes at distance more than 2 in the original graph. We
test this hypothesis by evaluating the link prediction separately for
edges appearing (prediction set) between nodes at distance 2 in the
learning set, and for those at distance more than 2.

Results are presented in table 4, and con�rm our hypothesis. For
both AP and ROC, Embeddings obtain higher scores at distance
> 2 and lower scores for nodes at distance 2, with a statistically
signi�cant margin.

5 ENSEMBLE METHOD FOR COMBINING
LINK-PREDICTION METHODS

We have seen in the previous section that embeddings and heuris-
tics capture di�erent properties of the network. In order to improve
link prediction, we should be able to use information from both
approaches. We propose a simple ensemble method: to each pair

=> Supervised is usually more efficient than unsupervised
(but not always that much)



WHICH APPROACH IS BEST ?

ROC Score
=>Only one embedding outperforms heuristics (VERSE)
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(a) FACEBOOK (b) ASTROPH (c) VK

Figure 2: Average precision scores vs dimensions.

(a) FACEBOOK (b) ASTROPH (c) VK

Figure 3: AUROC scores vs dimensions.

Heuristics Embeddings
AP 0.13378 0.02298
ROC 0.813 0.618

(a) Distance 2

Heuristics Embeddings
AP 0.00219 0.00338
ROC 0.705 0.794

(b) Distance > 2

Table 4: AP and ROC scores computed separately for pairs
of nodes at distance 2 and at distance 3 and above. For em-
beddings, VERSE and node2vec were used, the highest value
is reported.

of nodes, we associate a single vector which is a concatenation
of vectors obtained using embeddings and heuristics. Namely, we
combine all 7 heuristics used previously, together with embeddings
obtained by node2vec and VERSE in 128 dimensions. The resulting
vector has therefore 263 features. We use this feature as input to
a logistic classi�er as usual, and compare with the best results ob-
tained with heuristics and embeddings. We observe that the results
are signi�cantly higher both for AP and ROC score. It con�rms that
combining approaches capturing both �rst order and higher order
structure of the graph.

This approach has the advantage of being scalable, since the
computational complexity of graph-embeddings increase with the
number of dimensions, computing several embeddings in lower

dimensions is more e�cient than a single embedding with more
dimensions.

6 CONCLUSION AND FUTUREWORKS
In this article, we have shown using a rigorous evaluation frame-
work that graph embedding based methods alone do not improve
over state of the art methods for link prediction in most settings.
By comparing results for di�erent types of edge creations, those
at distance 2 and those at a higher distance, we found a possible
explanation: heuristics are particularly e�cient at predicting edge
creation between nodes at distance 2, while graph embeddings,
because they try to capture the structure of the graph at a higher
level, are better at predicting links at a higher distance.

This has important implications for the �eld of link prediction:
instead of trying to design a single embedding that tries to capture
all aspects of the structure of a graph, it might be more e�cient to
design several algorithms, specialized in capturing di�erent aspects
of a graph, and combine them using ensemble methods.

The current work could be extended in two directions: on the
one hand, di�erent embeddings could be added to the ensemble
methods, in particular methods with a radically di�erent approach
that captures structural roles [18]. A versatile approach such as
VERSE might also give interesting results by varying the original
similarity matrix to embed.

On the other hand, it might be interesting to try to better un-
derstand what current link prediction methods are able or not to
capture e�ciently. In the current article, we have focused on the
distinction between pairs of nodes at distance 2 or more, but it
could be possible to run similar evaluations on other properties,
such as the degrees –or other centrality measures– of nodes, their



WHICH APPROACH IS BEST ?

Average Precision (with a realistic
=> No embedding outperform heuristics
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Figure 2: Average precision scores vs dimensions.

(a) FACEBOOK (b) ASTROPH (c) VK

Figure 3: AUROC scores vs dimensions.

Heuristics Embeddings
AP 0.13378 0.02298
ROC 0.813 0.618

(a) Distance 2

Heuristics Embeddings
AP 0.00219 0.00338
ROC 0.705 0.794

(b) Distance > 2

Table 4: AP and ROC scores computed separately for pairs
of nodes at distance 2 and at distance 3 and above. For em-
beddings, VERSE and node2vec were used, the highest value
is reported.

of nodes, we associate a single vector which is a concatenation
of vectors obtained using embeddings and heuristics. Namely, we
combine all 7 heuristics used previously, together with embeddings
obtained by node2vec and VERSE in 128 dimensions. The resulting
vector has therefore 263 features. We use this feature as input to
a logistic classi�er as usual, and compare with the best results ob-
tained with heuristics and embeddings. We observe that the results
are signi�cantly higher both for AP and ROC score. It con�rms that
combining approaches capturing both �rst order and higher order
structure of the graph.

This approach has the advantage of being scalable, since the
computational complexity of graph-embeddings increase with the
number of dimensions, computing several embeddings in lower

dimensions is more e�cient than a single embedding with more
dimensions.

6 CONCLUSION AND FUTUREWORKS
In this article, we have shown using a rigorous evaluation frame-
work that graph embedding based methods alone do not improve
over state of the art methods for link prediction in most settings.
By comparing results for di�erent types of edge creations, those
at distance 2 and those at a higher distance, we found a possible
explanation: heuristics are particularly e�cient at predicting edge
creation between nodes at distance 2, while graph embeddings,
because they try to capture the structure of the graph at a higher
level, are better at predicting links at a higher distance.

This has important implications for the �eld of link prediction:
instead of trying to design a single embedding that tries to capture
all aspects of the structure of a graph, it might be more e�cient to
design several algorithms, specialized in capturing di�erent aspects
of a graph, and combine them using ensemble methods.

The current work could be extended in two directions: on the
one hand, di�erent embeddings could be added to the ensemble
methods, in particular methods with a radically di�erent approach
that captures structural roles [18]. A versatile approach such as
VERSE might also give interesting results by varying the original
similarity matrix to embed.

On the other hand, it might be interesting to try to better un-
derstand what current link prediction methods are able or not to
capture e�ciently. In the current article, we have focused on the
distinction between pairs of nodes at distance 2 or more, but it
could be possible to run similar evaluations on other properties,
such as the degrees –or other centrality measures– of nodes, their



WHICH APPROACH IS BEST ?

Precision @k
=>No embedding outperform heuristics

Title Suppressed Due to Excessive Length 11

FACEBOOK ASTROPH VK

Fig. 5: Precision@k

lowing a raising celebrity they recently discovered, to strangers connecting become
they think they have a common topic of interest, etc.

A link prediction algorithm might have a tendency to predict some types of links
more than other, a phenomenon that we call systematic bias. In this article, we focus
on biases induced by the network topology. More particularly, we focus on three
types of biases:

• Graph distance
• Node degree
• Community structure

To evaluate the biases, we study the evolution of the fraction of new edges verify-
ing a given property. Since predicted edges are ordered, from most probable to less
probable, we define the f raction@k, corresponding to the ratio of pairs of nodes
satisfying this property among the k most likely edges. The dataset is selected as
previously explained for the precision@k.

We define the reference value of f raction@k as the value among all edges that
do appear in the ground truth (positive examples in the test set). In the scenario of
a perfect prediction, the f raction@k curve should follow the ground truth scenario
until 1000 (corresponding to the real number of observed edges in the test sample),
and then move towards the value corresponding to the whole dataset (all pairs of
nodes not linked in the training set).

5.1 Graph distance

Edges can appear between nodes that were close or far in the graph in term of graph
distance, i.e. length of the shortest path between them. It has been observed that
most edges appear between nodes at a short distance, a phenomenon often called
triangle closure. It is intuitively known in social network by the saying ”friends of
my friends are my friends”. Since the number of edges appearing at a distance more
than two is usually very low, we consider only two cases:

• Short distance link: the new edge appear between nodes that were previously at
distance two in the graph.



WHY ?
• Why embeddings do not outperform heuristics ???

‣ (While they are much more advanced)
‣ (And most published works seem to show the contrary)
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Figure 2: Average precision scores vs dimensions.
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Figure 3: AUROC scores vs dimensions.

Heuristics Embeddings
AP 0.13378 0.02298
ROC 0.813 0.618

(a) Distance 2

Heuristics Embeddings
AP 0.00219 0.00338
ROC 0.705 0.794

(b) Distance > 2

Table 4: AP and ROC scores computed separately for pairs
of nodes at distance 2 and at distance 3 and above. For em-
beddings, VERSE and node2vec were used, the highest value
is reported.

of nodes, we associate a single vector which is a concatenation
of vectors obtained using embeddings and heuristics. Namely, we
combine all 7 heuristics used previously, together with embeddings
obtained by node2vec and VERSE in 128 dimensions. The resulting
vector has therefore 263 features. We use this feature as input to
a logistic classi�er as usual, and compare with the best results ob-
tained with heuristics and embeddings. We observe that the results
are signi�cantly higher both for AP and ROC score. It con�rms that
combining approaches capturing both �rst order and higher order
structure of the graph.

This approach has the advantage of being scalable, since the
computational complexity of graph-embeddings increase with the
number of dimensions, computing several embeddings in lower

dimensions is more e�cient than a single embedding with more
dimensions.

6 CONCLUSION AND FUTUREWORKS
In this article, we have shown using a rigorous evaluation frame-
work that graph embedding based methods alone do not improve
over state of the art methods for link prediction in most settings.
By comparing results for di�erent types of edge creations, those
at distance 2 and those at a higher distance, we found a possible
explanation: heuristics are particularly e�cient at predicting edge
creation between nodes at distance 2, while graph embeddings,
because they try to capture the structure of the graph at a higher
level, are better at predicting links at a higher distance.

This has important implications for the �eld of link prediction:
instead of trying to design a single embedding that tries to capture
all aspects of the structure of a graph, it might be more e�cient to
design several algorithms, specialized in capturing di�erent aspects
of a graph, and combine them using ensemble methods.

The current work could be extended in two directions: on the
one hand, di�erent embeddings could be added to the ensemble
methods, in particular methods with a radically di�erent approach
that captures structural roles [18]. A versatile approach such as
VERSE might also give interesting results by varying the original
similarity matrix to embed.

On the other hand, it might be interesting to try to better un-
derstand what current link prediction methods are able or not to
capture e�ciently. In the current article, we have focused on the
distinction between pairs of nodes at distance 2 or more, but it
could be possible to run similar evaluations on other properties,
such as the degrees –or other centrality measures– of nodes, their
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Fig. 7: Ratio@k for the graph distance.

• Long distance link: the new edge appear between nodes that were previously at
distance three or more.

Fig. 7 presents the f raction@k of short distance link for the different methods.
We can make the following observations:

• In the ground truth, most edges appear between nodes at distance 2, although the
value is much lower for VK dataset.

• The Heuristic-based approach is highly biased towards predicting short distance
links.

• Most other approaches tend to be biased towards short distance links in the
first (most probable) predictions, this value later decreases and the fraction of-
ten becomes lower than expected when the expected number of edges (1000) is
reached.

5.2 Node degree

FACEBOOK ASTROPH VK

Fig. 9: Fraction@k for High degree nodes (hubs)

Most real networks have heterogeneous degree distributions, that can often be
approximated by scale free distributions []. In those networks, there is a small frac-
tion of nodes of high degrees that concentrate most of the edges. We define this class
of nodes, called Hubs, as the 10% of nodes of highest degrees.

Fraction@k of predictions at distance 2
=>Heuristics favor more the “easy” cases



BIASES

Fraction@k of predictions including Hubs
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Fig. 7: Ratio@k for the graph distance.

• Long distance link: the new edge appear between nodes that were previously at
distance three or more.

Fig. 7 presents the f raction@k of short distance link for the different methods.
We can make the following observations:

• In the ground truth, most edges appear between nodes at distance 2, although the
value is much lower for VK dataset.

• The Heuristic-based approach is highly biased towards predicting short distance
links.

• Most other approaches tend to be biased towards short distance links in the
first (most probable) predictions, this value later decreases and the fraction of-
ten becomes lower than expected when the expected number of edges (1000) is
reached.

5.2 Node degree

FACEBOOK ASTROPH VK

Fig. 9: Fraction@k for High degree nodes (hubs)

Most real networks have heterogeneous degree distributions, that can often be
approximated by scale free distributions []. In those networks, there is a small frac-
tion of nodes of high degrees that concentrate most of the edges. We define this class
of nodes, called Hubs, as the 10% of nodes of highest degrees.



BIASES

• Possible explanation (positive for embeddings):
‣ => Embeddings try to predict “realistic” edges
‣ => Heuristics focus only on the “simple” cases, the ones humans think should 

appear

‣ => Heuristics results are more biased, which can be a problem
‣ Social networks: recommend only people the most similar to you
‣ Product/music recommendation: recommend only the most similar to your 

previous purchases
‣ …
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