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Supervised by Rémy Cazabet and Christine Largeron
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Goal of a graph embedding

Apply machine learning tools:

link prediction

node classification

clustering

visualization
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How?

Encoding some properties of the graph in the embedding: graph
similarity
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How?

Role of nodes - isomorphic equivalence
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How?

Decoding from the embedding: embedding similarity

L1-norm

L2-norm (euclidean distance)

Dot-product (cosine distance)
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Based on matrix decomposition
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Based on matrix decomposition
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Laplacian Eigenmaps

2000, Belkin and Niyogi

f (Y ) = tr(Y TLY ) =
∑
i ,j

|Yi − Yj |2Aij

Graph similarity: neighborhood

Embedding similarity: euclidean distance
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Locally linear embedding

2001, Roweis and Saul

f (Y ) =
∑
i

|Yi −
∑
j

AijYj |2

Graph similarity: neighborhood

Embedding similarity: euclidean distance
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HOPE

2016, Ou et al.

f (Y ) = ||S − YY T ||2F
Graph similarity: similarity matrix S (Katz-Index)

Embedding similarity: cosine distance
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SVD

Custom embedding

Graph similarity: second-order proximity

Embedding similarity: euclidean distance
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Based on random walks
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Node2vec

2016, Leskovec & Grover

f (Y ) =
∑
u∈V

log
 ∑

i∈N(u)

exp(YiY
T
u )

− log (Zu)


Graph similarity:
co-occurence in a random
walk

Embedding similarity:
dot-product
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Verse

2018, Tsitsulin et al.

L = −
∑
v∈V

simG (v , .)log(simE (v , .))

Graph similarity: simG (v , .) (Personalized Page Rank)

Embedding similarity: dot-product
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Spring layout

1991, Fruchterman & Reingold

N body simulation

Minimize global energy of the system

Embedding similarity: euclidean distance
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SDNE

2016, Wang et al.

f (Y ) = ||(X̂ − X )� B||2F + 2αtr(Y TLY )

+ν
1

2

∑
k layers

(||W (k)||2F + ||Ŵ (k)||2F )

Graph similarity: 1st and 2nd order proximities

Embedding similarity: euclidean distance

18 / 33



Definitions
Embedding methods

Measures
Conclusion

Based on matrix decomposition
Based on random walks
Miscellaneous

Multi-dimensional scaling

Standard dimensionality reduction tool

StressD (y0, y1, ..., yn−1) =

 ∑
i 6=j=0,...,n−1

(dij − ||yi − yj ||)2

1/2

Graph similarity: distance between two nodes

Embedding similarity: euclidean distance
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Neighbors dissimilarity
Structural equivalence
Isomorphic equivalence
Community detection

Measures

Neighbors dissimilarity
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Neighbors dissimilarity
Structural equivalence
Isomorphic equivalence
Community detection

Neighbors dissimilarity

Capture the ability of an embedding to recover neighbors

∀v ∈ V ,D (v) =
|N (v)

⋂
NE (v) |

|N (v) |
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Neighborhood
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Neighbors dissimilarity
Structural equivalence
Isomorphic equivalence
Community detection

Structural equivalence

Capture the ability of an embedding to recover the
second-order proximity

∀u ∈ V ,∀v ∈ V ,

LA (u, v) = dist (Au,Av ) , LE (u, v) = dist (Yu,Yv )

pearson correlation coefficient

Struct eq = pearson(LA, LE )
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Neighbors dissimilarity
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Isomorphic equivalence
Community detection

Isomorphic equivalence

Capture the ability of an embedding to recover the roles of
the nodes

∀u ∈ V ,∀v ∈ V ,

LEgonet (u, v) = dist (ENu,ENv ) , LE (u, v) = dist (Yu,Yv )

pearson correlation coefficient

Isom eq = pearson(LEgonet , LE )
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Isomorphic equivalence

How to compute the distance between two graphs?

28 / 33



Definitions
Embedding methods

Measures
Conclusion

Neighbors dissimilarity
Structural equivalence
Isomorphic equivalence
Community detection

Measures

Community detection

29 / 33



Definitions
Embedding methods

Measures
Conclusion
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Isomorphic equivalence
Community detection

Community detection

Capture the ability of an embedding to capture community
structure

Score = AMI (LCommunity , LClusters)
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Community detection
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Conclusion

Different usage: clustering, role detection, structural
equivalence

Link prediction

Future:

Dynamic graphs

Attributed graphs

Multitask embeddings
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