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Definitions

Goal of a graph embedding
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Definitions

Goal of a graph embedding

Apply machine learning tools:

link prediction
node classification

clustering

visualization



Definitions

Encoding some properties of the graph in the embedding: graph

similarity
Structural equivalence Isomorphic equivalence Communities
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Definitions

Role of nodes - isomorphic equivalence
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Definitions

Decoding from the embedding: embedding similarity
@ L1-norm
@ L2-norm (euclidean distance)

@ Dot-product (cosine distance)



Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

Embeddings methods

@ Based on matrix decomposition



Based on matrix omposition
Embedding methods Based on random walks

Miscellaneous

Laplacian Eigenmaps

@ 2000, Belkin and Niyogi
°
F(Y) = tr(YTLY) = S 1Yo - ViPA;
i
@ Graph similarity: neighborhood
@ Embedding similarity: euclidean distance



Based on matrix omposition
Embedding methods Based on random walks

Miscellaneous

Locally linear embedding

@ 2001, Roweis and Saul
]
V)= 1Yi=> AyYil®
i J
@ Graph similarity: neighborhood
@ Embedding similarity: euclidean distance
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

2016, Ou et al.

(]

FY)=11S-YYTl;

Graph similarity: similarity matrix S (Katz-Index)

Embedding similarity: cosine distance
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

@ Custom embedding
@ Graph similarity: second-order proximity

o Embedding similarity: euclidean distance
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

Embeddings methods

@ Based on random walks
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

Node2vec

@ 2016, Leskovec & Grover

F(Y)=> llog | > exp(YiY,)| - log (i)

ueV ieN(u)

@ Graph similarity:
co-occurence in a random
walk

@ Embedding similarity:
dot-product
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

2018, Tsitsulin et al.

L=— Z simg(v,.)log(simg(v,.))

vev

Graph similarity: simg(v,.) (Personalized Page Rank)

Embedding similarity: dot-product
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Based on matrix d mposition
Embedding methods Based on random walks

Miscellaneous

Embeddings methods

@ Miscellaneous
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Based on matri ecomposition
Embedding methods Based on rand ks

Miscellaneous

Spring layout

1991, Fruchterman & Reingold
N body simulation
Minimize global energy of the system

Embedding similarity: euclidean distance
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

2016, Wang et al.

F(Y)=||(X = X) © B||2 + 2atr(YTLY)

1 )
tvs Y (IWOIE + W)

k_layers

Graph similarity: 1st and 2nd order proximities

Embedding similarity: euclidean distance
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Based on matrix decomposition
Embedding methods Based on random walks

Miscellaneous

Multi-dimensional scaling

Standard dimensionality reduction tool

1/2

2
Stressp (Yo, Y1, -+, Yn—1) = > (dy—Ilyi—xl)
i£j=0,....n—1

Graph similarity: distance between two nodes

Embedding similarity: euclidean distance
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Neighbors dissimilarity
Structural equivale

Measures Isomorphi
Community detection

Measures

@ Neighbors dissimilarity
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Neighbors dlssnmlanty
Structural e e
Measures
Community

Neighbors dissimilarity

@ Capture the ability of an embedding to recover neighbors

Vv e V,D(v) = V(v |)NQ£\;E|(V)
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Measures

Neighborhood

rity

Neighbors dissimil

Neighbors_dissimilarity LFR
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Structural equivalence

Measures Isomorphic
Community detection

Measures

@ Structural equivalence
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Neighbors dissimilarity

Structural equi
Measures Isomorphic

Community

Structural equivalence

@ Capture the ability of an embedding to recover the
second-order proximity

Yue V,VvevV,

La(u,v)=dist(As,,A)), Le(u,v)=dist(YyY))
@ pearson correlation coefficient

Struct_eq = pearson(La, L)
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hbors dissimilarity

Structural equivalence

Measures Isomorphic equivalence
Community detecti

Structural equivalence

Structural_equivalence LFR Structural_equivalence_PPG
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hbors dissimilarity
Structural equivalence

Measures Isomorphic equivalence
Community detection

Measures

@ Isomorphic equivalence
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Neighbors dissimi

Structural equiva e
Measures Isomorphic equ ce

Community detection

Isomorphic equivalence

@ Capture the ability of an embedding to recover the roles of
the nodes

Yue V,VvevV,

LEgonet (u, v) = dist (EN,, EN,),  Lg(u,v)=dist(Y,,Y))
@ pearson correlation coefficient

Isom_eq = pearson(Lggonet, LE)
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bors d
Structural equ

Measures Isomorphic eq
Community detection

Isomorphic equivalence

@ How to compute the distance between two graphs?
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Measures Isomorphic equivalence
Community detection

Measures

@ Community detection
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Neighbors dissimilarity
Structura e

Measures Isomorphic equivalence
Community detection

Community detection

@ Capture the ability of an embedding to capture community
structure

Score = AMI(LCommunitya LC/usters)
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hbors dissimilarity
Structural equiva
Measures Isomorphic equivalence
Community detection

Community detection
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Conclusion

Conclusion

o Different usage: clustering, role detection, structural
equivalence

@ Link prediction
Future:

@ Dynamic graphs

o Attributed graphs

o Multitask embeddings
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Conclusion

Bipartite

LFR
Po®®

Clique ring

@ ..

- e

Dancer

Watts-Strogatz
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